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Abstract

& This study explored the neural systems underlying the
perception of phonetic category structure by investigating the
perception of a voice onset time (VOT) continuum in a
phonetic categorization task. Stimuli consisted of five
synthetic speech stimuli which ranged in VOT from 0 msec
([da]) to 40 msec ([ta]). Results from 12 subjects showed that
the neural system is sensitive to VOT differences of 10 msec
and that details of phonetic category structure are retained
throughout the phonetic processing stream. Both the left
inferior frontal gyrus (IFG) and cingulate showed graded
activation as a function of category membership with
increasing activation as stimuli approached the phonetic
category boundary. These results are consistent with the view
that the left IFG is involved in phonetic decision processes,

with the extent of activation inf luenced by increased
resources devoted to resolving phonetic category member-
ship and/or selecting between competing phonetic categories.
Activation patterns in the cingulate suggest that it is sensitive
to stimulus difficulty and resolving response conflict. In
contrast, activation in the posterior left middle temporal gyrus
and the left angular gyrus showed modulation of activation
only to the ‘‘best fit’’ of the phonetic category, suggesting
that these areas are involved in mapping sound structure to
its phonetic representation. The superior temporal gyrus
(STG) bilaterally showed weaker sensitivity to the differences
in phonetic category structure, providing further evidence
that the STG is involved in the early analysis of the sensory
properties of speech. &

INTRODUCTION

Perceptual systems typically require the mapping of
information from the relevant sensory system to higher
levels of processing. As this information is conveyed
upstream, it is generally assumed to go through multiple
levels of processing such that the information is trans-
formed into increasingly more abstract representations.
An example of such a perceptual system is speech.

Most models of speech perception assume multiple
levels of processing between the auditory input and the
mapping of sound structure to meaning. In this view, the
auditory input from the peripheral auditory system is
transformed from simple acoustic features of frequency
and amplitude to more generalized auditory patterns or
properties. These spectral–temporal patterns are in turn
converted to a more abstract category representation
corresponding to the phonetic categories of speech. It is
generally assumed that lexical entries are represented in
terms of these categories. Consistent with the speech
literature, we refer to this type of representation as a
phonetic category. The term phonological category is
often used to refer to a unit of sound structure upon
which phonological rules operate. This article does not
attempt to distinguish between phonetic and phonolog-

ical categories. For purposes of simplicity, we will use the
term phonetic rather than phonological throughout the
article whether referring to sound categories (phonetic
categories) or sound contrasts (phonetic contrasts).

Much recent work has focused on understanding the
neural systems underlying speech perception processes.
Given that the primary auditory area, Heschl’s gyrus,
surfaces in the temporal lobe, it has traditionally been
assumed that speech perception recruits posterior and,
in particular, temporal lobe structures. Early evidence
from the aphasias supports this view. Wernicke’s apha-
sics with damage in left temporal structures displayed
severe auditory comprehension deficits (Geschwind,
1965). Nonetheless, there is considerable evidence from
behavioral studies of aphasic patients, as well as neuro-
imaging studies with normal subjects, suggesting that
speech perception involves a distributed neural system
involving anterior as well as posterior brain structures
and the right as well as the left hemisphere. In partic-
ular, both Broca’s and Wernicke’s aphasics have shown
deficits in discriminating phonetic contrasts such as
‘‘pill’’ versus ‘‘bill’’ (Blumstein, Baker, & Goodglass,
1977), and also perceiving acoustic–phonetic properties
distinguishing phonetic categories such as voice onset
time (VOT) or formant transitions (Blumstein, Tartter,
Nigro, & Statlender, 1984; Blumstein, Cooper, Zurif, &
Caramazza, 1977). In fact, pure word-deaf patients are
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the only aphasic group for which impairments appear to
be limited to speech perception (Poeppel, 2001). These
patients typically have either bilateral temporal lobe
lesions or lesions that involve the left auditory cortex
and extend deep, cutting off right hemisphere auditory
input. Neuroimaging studies support these findings from
the aphasias. They have shown bilateral temporal lobe
activation for speech as well as for complex auditory
nonspeech stimuli (Binder, Liebenthal, Possing, Medler,
& Ward, 2004; Binder, Frost, Hammeke, Bellgowan,
Springer, et al. 2000), and activation of anterior as well
as posterior structures of the left hemisphere (Zatorre,
Belin, & Penhune, 2002; Burton et al., 2001; Zatorre,
Meyer, Gjedde, & Evans, 1996).

Recent neuroimaging research has attempted to re-
solve the relative contributions of posterior and anterior
peri-sylvian areas to phonetic processing (see Binder &
Price, 2001; Burton, 2001 for review). Differences have
emerged as a function of task demands and presumably
the different cognitive mechanisms and levels of speech
processing required by such tasks (Poeppel, 1996). In
particular, the primary auditory cortex and auditory
association areas (superior temporal gyrus [STG]) bilat-
erally have been implicated in early stages of acoustic–
phonetic processing (Belin, Zatorre, Hoge, Evans, &
Pike, 1999; Zatorre, Meyer, et al., 1996; Price et al.,
1992). Tasks that require short-term phonological store
have shown activation of left inferior parietal areas
(Jonides et al., 1998; Awh et al., 1996; Paulesu, Frith, &
Frackowiak, 1993), and tasks that involve overt segmen-
tation of the speech signal activate frontal regions,
particularly the inferior frontal gyrus (IFG) and, to a
lesser extent, the middle frontal gyrus (MFG) (Burton,
Small, & Blumstein, 2000; Zatorre, Meyer, et al., 1996).

Most of the neuroimaging experiments exploring
phonetic categorization and discrimination have used
stimuli that are good exemplars of their phonetic cate-
gory. However, speech perception studies have shown
that there is a structure to phonetic categories. That is,
all members of a phonetic category are not ‘‘equal.’’
Listeners are sensitive to within-category, subphonetic,
distinctions, and although they identify stimuli along
an acoustic–phonetic continuum, such as VOT, in a
categorical-like fashion, some members of the phonetic
category are better exemplars than others. Thus, al-
though listeners judge both good exemplar voiceless
stop consonants and voiceless stop consonants with
reduced VOTs as belonging to the same phonetic cate-
gory, they show longer reaction times (RTs) in discrim-
ination tasks to such stimulus pairs than to acoustically
identical pairs (Pisoni & Tash, 1974). They also show
longer response latencies for stimuli with reduced VOTs
in a phonetic categorization task (Andruski, Blumstein,
& Burton, 1994), and they rate these stimuli as poorer
exemplars of the voiceless phonetic category (Miller &
Volaitis, 1989). These findings indicate that the percep-
tion of phonetic categories is graded. Moreover, short-

ening the VOT of a voiceless stop consonant not only
makes it a poorer exemplar of the voiceless phonetic
category, but also renders it closer to its contrasting
voiced counterpart, resulting in increased competition
between the voiced and voiceless phonetic categories.

That gradients of a phonetic category are all classified
as members of the same category makes good ecological
sense. Speech occurs in noisy environments and speak-
ers do not have sufficient articulatory control to produce
an utterance in exactly the same way every time. Thus,
the listener needs to be able to recover a stable percept
despite the various sources of variability that affect the
speech input. The fact that listeners can perceive subtle
differences within categories may also be advantageous
in that it allows for sensitivity to acoustic variants occur-
ring in different phonetic contexts which may ultimately
aid in the on-line processing of the sound structure
of language.

These two aspects of the phonetic categorization
process—categorization of different acoustic exemplars
as members of the same category and perceptual sensi-
tivity to graded category membership—should have
neural consequences. It is the goal of the current study
to investigate this issue by examining the neural systems
underlying the perception of the phonetic categories of
speech. To this end, we investigated the perception of
VOT, a temporal cue that distinguishes initial voiced
(e.g., [d]), from voiceless consonants (e.g., [t]), in
English using a phonetic categorization task. A synthetic
VOT continuum was used ranging from 0 to 40 msec
VOT in 10 msec steps, and subjects were asked to
categorize the stimuli as either [d] or [t]. We examine
potential differences in neural activation patterns in the
perception of a speech continuum containing stimuli
which are good exemplars of a phonetic category (end-
point stimuli, VOT 0 and 40), stimuli that are perceived
as members of the phonetic category but are near to the
acoustic–phonetic boundary (within-category stimuli,
VOT 10 and 30), and a stimulus that is inconsistently
perceived as a member of either category (boundary-
value stimulus, VOT 20). In addition, there was a tone
control task in which subjects were required to catego-
rize the stimuli as either high tone or low tone.

We hypothesized that the STG should show extensive
bilateral activation for the processing of a VOT contin-
uum. What was less clear is whether this region is
responsive to differences among the different acoustic
exemplars of the continuum. It is possible that the role
of the STG is to do an early acoustic analysis of the
sensory information inherent in the stimuli, and to pass
this information to other brain regions for higher levels
of processing (cf. Scott & Wise, 2004; Binder, Frost,
Hammeke, Bellgowan, Springer, et al., 2000). In such a
case, although there would be extensive activation of the
STG bilaterally, there would be no modulation of acti-
vation as a function of the stimulus type. Alternatively, it
is possible that the STG will show sensitivity to the
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acoustic–phonetic differences among the stimuli, and
hence, will show modulation of activation. Several
MEG and EEG studies using the mismatch negativity
(MMN) paradigm have shown modulation of activation
for within- and between-phonetic category stimulus
pairs for VOT, suggesting that sensitivity to such acous-
tic differences occurs early in the processing stream
(Sharma & Dorman, 1999; cf. Phillips, 2001 for a review).

Because the phonetic categorization task is a linguistic
one, it is expected that the activation patterns of areas
other than the STG will be left-lateralized. In particular,
there should be activation of both left frontal and
temporo-parietal areas. Nonetheless, it is hypothesized
that the patterns of activation in these areas will reflect
different aspects of the phonetic categorization process.
In particular, because frontal areas appear to be involved
in decision processes and are sensitive to the difficulty of
the decision, it is hypothesized that areas such as the left
IFG and cingulate should show modulation of activation
across the VOT continuum as a function of the goodness
of fit (GF) of the stimulus to its phonetic category. Thus,
increasingly greater activation should occur for the
within-category stimuli and the boundary-value stimulus
compared with the endpoint stimulus, reflecting the
increasing resources needed to make a phonetic cate-
gory decision for these tokens.

It is also the case that the within-category stimuli are
nearer to the phonetic boundary and closer in acoustic
space to the contrasting phonetic category. As such,
these stimuli are not only more difficult to map on to a
phonetic category, but there is also greater competition
between the voiced and voiceless phonetic categories.
Such increased competition may also potentially recruit
frontal areas such as the IFG (cf. Thompson-Schill,
D’Esposito, Aguirre, & Farah, 1997).

As described earlier, the phonetic categorization pro-
cess requires that listeners categorize different exem-
plars as members of the same phonetic category. There
are several processes involved in determining such
phonetic category membership. These include mapping

of the sound structure to its phonetic representation,
and categorizing the stimulus by its name, processes
which are linked to temporo-parietal areas such as the
left middle temporal gyrus (MTG) (Hickok & Poeppel,
2004; Scott & Wise, 2004) and the angular gyrus (AG)
(Geschwind, 1965). These areas, in particular, may show
the greatest activation to those tokens that correspond
to the ‘‘best fit’’ to that phonetic category.

RESULTS

Behavioral Results

The behavioral results for both RT and categorization
data for VOT stimuli are shown in Figure 1, and mean
and standard deviation values for the tone stimuli are
shown in Table 1. Subjects exhibited the classical cate-
gorical perception identification function for VOT. A
one-way repeated-measures ANOVA using the percent-
age of ‘‘da’’ categorizations for each subject for each
stimulus on the continuum was significant [F(4,44) =
133.7, p < .001]. Post hoc Newman–Keuls tests revealed
significant differences in percent ‘‘da’’ responses be-
tween the 10- and 20-msec VOT stimuli and between
the 20- and 30-msec VOT categories at p < .05. There
was no significant difference between the 0- and 10-msec
stimuli, nor was there a significant difference between
the 30- and 40-msec stimuli, indicating that within-
category differences of VOT have little effect on phonet-
ic categorization decisions. In contrast, the RT results
indicate sensitivity to within-category VOT differences,
with RTs increasing as the stimuli approach the phonetic
boundary. A repeated-measures ANOVA indicated a
main effect of VOT on RT [F(4,44) = 6.503, p < .001].
Post hoc Newman–Keuls tests indicated no significant
differences between any individual VOT stimulus and its
VOT neighbors. However, when stimuli were grouped
into endpoint (0- and 40-msec VOT), within category
(10- and 30-msec VOT), and boundary (20-msec VOT)
categories as was done in the functional magnetic

Figure 1. Mean RT in

msec (triangles) and mean %
‘‘da’’ responses (circles) for

the 12 MR participants. Bars

represent standard error

of the mean.
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resonance imaging (fMRI) analysis, post hoc tests indi-
cated significant differences at p < .05 between all
stimulus categories.

Imaging Results

Group Activation Maps

To qualitatively compare the extent of activation across
conditions, mean activation maps were generated for all
stimulus categories. Figure 2 shows a representative
stimulus from the endpoint (0 msec), within category
(10 msec), and tones (high tone) categories together
with the boundary stimulus (20 msec). In general, all
syllable conditions yielded extensive bilateral activation
centering in peri-sylvian and midline regions. Activation
tended to be of greater intensity and extent in left
hemisphere regions than in the homologous right hemi-
sphere regions. In addition, a greater amount of activa-
tion was observed for the boundary-value stimuli than
the within-category stimuli, and for the within-category
stimuli than for the endpoint stimuli. The tone stimuli

activated regions similar to those activated in the syllable
condition, but both activation intensity and extent of
activation was less lateralized.

Planned Comparisons

A summary of all clusters activated in the planned
comparisons, which were significant at a corrected p <
.01, is shown in Table 2. The following discussion will
focus on the planned comparisons for the endpoint
versus tones stimuli, the boundary versus endpoint
stimuli, the endpoint versus within-category stimuli,
and the boundary versus within-category stimuli.

Endpoint versus Tones

The comparison of endpoint VOT stimuli with tone
stimuli yielded one cluster which was more active for
endpoint stimuli than tones. This cluster was located in
the anterior left insula, and extended deep into the
lentiform nucleus, the caudate, and the putamen. In
addition, three clusters were more active for tones than
for endpoint stimuli. The largest of these (608 voxels)
was centered in the right insula, but extended primarily
along the STG and Heschl’s gyrus, with some small
extension into the right inferior parietal lobule (IPL)
and precentral gyrus. A smaller cluster on the left side
(255 voxels) mirrored the larger cluster on the right, and
was centered in the left IPL and left insula, with activa-
tion extending along Heschl’s gyrus and the STG. Final-
ly, a cluster in the left and right cingulate was also more
active for tones than endpoint stimuli.

Table 1. Behavioral Data from 12 Participants in the MRI
System for the Tone Stimuli

Stimulus % Correct RT (msec)

High Tone 96 (1.20) 646 (29)

Low Tone 98 (1.07) 633 (35)

Standard error of the mean for both percentage scores and RT is
indicated in parentheses.

Figure 2. Group activation

maps, thresholded at a
voxelwise p < 4.0 � 10�5,

uncorrected. Axial slices at

z = �2, z = 8, and z = 18,
bottom to top.
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Boundary versus Endpoint

A comparison of endpoint stimuli and boundary stimuli
yielded two significant clusters, both of which were
more active for the boundary condition than the end-
point condition (Figure 3). The larger cluster was cen-
tered in the left IFG, with activation extending dorsally
into the MFG, and ventrally into the insula. The ex-
tracted hemodynamic time course for that cluster as
shown in Figure 3 revealed modulation of activation,
with boundary > within-category > endpoint stimuli.
This observation was confirmed in an analysis of the
time-series data, using the mean clusterwise percent sig-
nal change as the dependent variable, and time point and
condition as the independent variables in a repeated-
measures, within-subject ANOVA. Data from time points
at 2, 4, and 6 sec were used in the analysis, as these
times best captured the peak of the hemodynamic re-
sponse in this area. This analysis showed a significant

main effect of condition [F(2,22) = 13.305, p < .001].
Post hoc Newman–Keuls tests revealed significant sim-
ple effects between all three stimulus types ( p < .05).

A second cluster centered in the left cingulate and
extending into the right cingulate was also activated.
As in the inferior frontal cluster, the time-series data
(see Figure 3) revealed a graded activation pattern,
with boundary stimuli showing greater activation than
within-category, which in turn showed greater activa-
tion than endpoint stimuli. A repeated-measures ANOVA
yielded a significant main effect of condition [F(2,22) =
4.323, p < .026]. Post hoc tests revealed a significant
difference between the endpoint and boundary condi-
tions ( p < .05), but no other significant differences.

Endpoint versus Within Category

Three clusters showed significant differences between
the endpoint and within-category stimuli, with more
activation for the endpoint than within-category stimuli
in all clusters (see Figure 4). Activation emerged in a
midline area centered in the left anterior cingulate,
extending into the right anterior cingulate and the left
medial frontal gyrus, in a posterior middle temporal area
that extended into the AG, and in the precuneus bilat-
erally, with activation extending into the left and right
posterior cingulate. However, an inspection of the time-
series data revealed that in each cluster, all conditions
were deactivated, reaching peak deactivation at 6–8 sec
poststimuli, and in each case, endpoint stimuli were less
deactivated than within-category stimuli (Figure 4).

Given that the left MTG and AG have both been
implicated in speech processing, time series from this
cluster was examined in more detail. Mean clusterwise
percent signal change values were submitted to an
ANOVA as described above, the only difference being
that data from time points at 4, 6, and 8 sec were used.
There was a main effect of condition [F(2,22) = 7.192,
p < .004], and post hoc tests showed significant differ-
ences between the endpoint category and both the
within-category and boundary groups ( p < .01), but
no difference between within-category and boundary
stimuli.

Boundary versus Within Category

Three clusters were activated in this analysis. All showed
greater activation for the boundary-value stimuli than
the within-category stimuli. These areas included the left
and right cingulate, the left IPL extending into the left
STG, and a left subcortical area centered in the lentiform
nucleus.

Region-of-Interest Analysis

Under the hypothesis that auditory and auditory asso-
ciation areas such as Heschl’s gyrus and the STG are

Table 2. Areas of Activation Significant in Planned
Comparisons, Thresholded at Voxel Level p < .025, Cluster
Level p < .01 (�81 Contiguous Activated Voxels)

Maximum Intensity
Anatomical
Region x y z

No. of
Activated

Voxels

Local
Maximum
(t value)

Boundary > Endpoint

Left IFG �50 26 24 259 3.581

Left Cingulate �5 17 45 212 4.370

Endpoint > Within-Category

Left Anterior
Cingulate

�2 47 3 156 3.541

Left MTG �44 �80 30 148 3.242

Left Precuneus �2 �59 21 138 3.092

Boundary > Within-Category

Left Cingulate �5 10 39 163 3.770

Left Subcortical �17 8 6 136 3.402

Left IPL �62 �20 30 88 3.160

Endpoint > Tones

Left Insula �41 11 �7 274 2.490

Tones > Endpoint

Right Insula 62 �14 12 608 3.031

Left IPL �65 �32 15 255 3.534

Left Cingulate 2 �20 45 215 5.543

Coordinates indicate the maximum intensity voxel for that cluster. All
coordinates are in Talairach and Tournoux space.
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sensitive to phonetic category structure, one would
expect to find activation differences in these areas as
a function of VOT category. No clusters centered in
auditory areas were found in any of the VOT compar-
isons (although see the comparison between endpoints
and tones, above). In order to further explore this

hypothesis, a region-of-interest (ROI) analysis was car-
ried out individually on the left and right STG and on
Heschl’s gyri bilaterally. Results showed no effect of
VOT condition within the left or right Heschl’s gyrus
[left: F(2,22) = 0.891; right: F(2,22) = 1.987). However,
there was a significant main effect of VOT condition in

Figure 3. Clusters with significant activation differences in the endpoint versus boundary comparison ( p < .01, corrected). Both clusters are

more active for boundary stimuli than for endpoint stimuli. (A) The location of the left IFG cluster in an axial slice (z = 24) and time series of

activation for that cluster. (B) The same for the cingulate cluster in a sagittal view (x = �2).

Figure 4. Clusters with significant activation differences for the endpoint versus within-category comparison ( p < .01, corrected). All clusters
showed deactivation for all stimulus types, with greater deactivation for within-category stimuli than for endpoint stimuli. Sagittal views are shown at

x = �50 (top) and x = �4 (bottom). The plot on the right shows the time series of activation extracted from the left MTG cluster.
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the right STG [F(2,22) = 5.779, p < .01], and in the left
STG, the effect approached significance [F(2,22) =
3.235, p < .059] (Figure 5). In the right STG, post
hoc tests revealed that the main effect was driven by a
difference in activation for boundary stimuli versus the
endpoint and within VOT categories, (F > 4.102; p <
.05 for both effects). The pattern of results was similar
in the left STG, although the only comparison that
reached significance was the boundary versus within-
category comparison (F = 3.026, p < .05).

A subdivision of the left STG into thirds along the
anterior to posterior extent yielded the same general
pattern of activation for all portions of the STG, with
little difference in activation between endpoint and
within-category stimuli, and more activation for bound-
ary stimuli (Figure 6). Only in the posterior STG region
were there any significant differences among the speech
stimuli [F(2,22) = 3.790, p < .039]. Post hoc Newman–
Keuls tests revealed no significant differences between
endpoint, within-category, or boundary stimuli within
this area.

‘‘Goodness of Fit’’ versus Reaction Time Regression

The modulation of activation that emerged in a number
of areas showing increased activation as stimuli ap-
proached the phonetic boundary raises the question of
whether this modulation of activation reflects the pho-
netic categorization processes invoked by the task, or
the increasing difficulty of the task as stimuli become
more difficult to categorize. To investigate this issue, a
regression analysis was carried out to decouple the
effects of ‘‘goodness-of-fit’’ (GF), which assumed a
linear relationship between activation and proximity to
the phonetic boundary, and difficulty of processing,
which is assumed to be related to increases in RT as

stimuli approached the phonetic boundary. To this end,
we examined the portion of the variance in any voxel
that could be absorbed by a GF regressor which was not
already absorbed by linear, quadratic, and logarithmic
RT regressors (see Methods). Although there is likely to
be some correlation between GF and RT, this analysis
was designed to factor out effects of stimulus difficulty
on activation levels.

Results revealed a number of areas in which there was
a significant correlation between the signal and the GF
regressor, over and beyond any correlation with RT
(Table 3). Among these activations was a cluster in the
left temporo-parietal junction. The maximum intensity
voxel of this cluster fell in the left IPL, although the
cluster fell primarily in the posterior left STG, with some
activation in the left MTG. A similar area in the right

Figure 5. Mean percent signal change values for endpoint,
within-category, and boundary-value stimuli from an ROI analysis

of the left STG and right STG. Error bars indicate standard error

of the mean.

Figure 6. Mean percent signal change values for endpoint,
within-category, and boundary stimuli in the anterior, middle, and

posterior portions of the left STG. The anterior portion extended

forward from a plane at y = �8, the middle portion extended between
planes at y = �8 and y = �35, and the posterior portion extended

posteriorly from a plane at y = �36. Error bars indicate standard error

of the mean. The only area within which significant differences

between stimulus types were observed was the posterior portion of the
left STG.

Table 3. Areas Active in the GF Analysis, Thresholded at Voxel
Level p < .025, Cluster Level p < .01 (�81 Contiguous
Activated Voxels)

Maximum Intensity
Anatomical
Region x y z

No. of
Activated

Voxels

Local
Maximum
(t value)

Bilateral Occipital,
Right STG

20 �95 12 1023 3.849

Right Superior
Parietal Lobule

17 �71 54 89 2.726

Left IPL �53 �38 26 82 3.840

Coordinates indicate the maximum intensity voxel for that cluster. All
coordinates are in Talairach and Tournoux space.

Blumstein, Myers, and Rissman 1359



posterior STG was also activated, which extended into
the right MTG as well as the right Heschl’s gyrus. This
area was connected by a one-voxel bridge to the large
bilateral occipital cluster noted in the cluster table, and
as such, is technically considered part of that cluster.
Finally, a cluster in the right superior parietal lobule and
right precuneus was also activated. Neither the cingulate
nor the left IFG showed any significant activation attrib-
utable to GF that was not already accounted for by the
RT regressors.

DISCUSSION

The results of this study show that there is a distributed
neural network involved in the processing of phonetic
category structure. These areas include the STG bilater-
ally, the left IFG, the left MTG extending to the AG, the
left IPL, and the right and left cingulate. Different
patterns of activation emerged in these areas as a
function of the VOT properties of the stimulus and its
consequent phonetic category status as an endpoint,
within-category, or boundary stimulus, presumably re-
flecting different functional roles played by these areas
in processing the phonetic categories of speech. In
particular, frontal areas, including the IFG and cingulate,
showed modulation of activation as a function of graded
category membership (boundary > within-category >
endpoint), and temporo-parietal areas, including the
posterior MTG and AG, showed modulation of activation
as a function of ‘‘best fit’’ to the phonetic category
(endpoint vs. boundary and within-category). Of inter-
est, these results emerged using a VOT continuum that
varied in 10-msec steps, indicating the sensitivity of the
neural systems to acoustic fine structure along the
phonetic processing stream.

Behavioral Results

The behavioral results showed the typical categorical
identification function for the perception of a VOT
continuum. Participants showed consistent identifica-
tion of stimuli in the voiced and voiceless phonetic
categories and chance performance to the boundary
stimulus. The RT data showed increased RT latencies
as a function of the ‘‘goodness’’ of the stimuli as mem-
bers of a phonetic category. The endpoint stimuli were
responded to fastest, followed by the within-category
stimuli, and the slowest RT latencies were to the bound-
ary stimulus.

Patterns of Modulation of Activation

Frontal Structures and Graded Category Membership

Frontal structures have been implicated in many aspects
of language processing including phonetic processing
(Burton, 2001). Additionally, these structures have been

implicated in executive decisions with increased activa-
tion as those decisions become more difficult (Wagner,
Pare-Blagoev, Clark, & Poldrack, 2001). In this study, the
extent of phonetic processing necessary to map a token
to a phonetic category largely covaried with the difficulty
of the executive decision necessary to perform the task.
That is, within-category and boundary-value stimuli are
not only more difficult to map to a phonetic category,
and thus, require increased processing to resolve pho-
netic category membership, but the increased RT laten-
cies as the stimuli approach the phonetic boundary
indicate that the executive decision becomes more
difficult as well. As such, either the hypothesis that
frontal structures have a role in phonetic processing or
the hypothesis that frontal structures have a role in
executive decisions would predict that modulation of
activation should emerge as a function of the stimulus
category, with the greatest activation for boundary-
value stimuli, less activation for within-phonetic category
stimuli, and the least activation for endpoint stimuli. The
results of the analysis comparing the endpoint and
boundary stimuli are consistent with this prediction.
There was greater activation for boundary stimuli versus
endpoint stimuli in the left IFG extending dorsally into
the MFG and ventrally into the insula and, as well, for
the left cingulate extending into the right cingulate. The
extracted hemodynamic time course for these clusters
showed graded activation for phonetic category mem-
bership, with boundary > within-category > endpoint
stimuli.

The question remains whether this pattern of graded
activation reflects properties of phonetic category struc-
ture or reflects the difficulty of the decision. In a study
aimed at distinguishing sensory and decision processes
in phonetic perception, Binder, Liebenthal, et al. (2004)
found that activation in a portion of the bilateral opercu-
la and insulae correlated with RT but not with accu-
racy. They propose that accuracy ref lects sensory
components and RT ref lects decision components,
hence, attributing an executive role to medial portions
of the operculum. What is not clear is whether the left
frontal activation in the current study is due to stimulus
difficulty, to phonetic processing, or to some combina-
tion of the two. The regression analysis provided a
possible means of distinguishing these possibilities.

In particular, the results of the regression analysis
showed no significant activation in the left IFG over
and above that accounted for by RT, suggesting that
activation in the left IFG is closely related to stimulus
difficulty, and presumably, the consequent response
conflict (Gehring & Knight, 2000; MacDonald, Cohen,
Stenger, & Carter, 2000). Likewise, all of the cingulate
activation could be accounted for solely by RT. In
contrast, the regression analysis revealed significant
activation in the bilateral posterior STG correlated with
the ‘‘GF’’ of the stimulus to its phonetic category, but
not with difficulty. This result supports the view that
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both the cingulate and the left IFG play a role in
executive processes, whereas the sensory component
of phonetic processing is subserved by the bilateral
posterior STG.

There is another aspect to the processing of phonetic
category structure which could account for the modu-
lation of activation observed in the left IFG. Not only are
the non-endpoint tokens more difficult to map onto a
phonetic category, they also are processed under con-
ditions of increased competition. A within-category stim-
ulus is closer in acoustic space to the contrasting
phonetic category, and a boundary-value stimulus is
equivocal in its category membership. Thus, the in-
creased frontal activation could also reflect phonetic
competition (cf. Thompson-Schill et al., 1997). Such
increases in phonetic competition would result in in-
creases in decision difficulty, and thus, RT, and would
therefore be accounted for in the RT regression analysis.

Temporo-Parietal Areas and Best Fit
to the Phonetic Category

Several significant clusters, among them one in the
posterior tip of the left MTG extending into the AG,
emerged showing significantly greater activation for
endpoint stimuli versus within-category stimuli. Thus,
in contrast to the modulation of activation described
above for the other clusters, these clusters appeared to
show the greatest activation for the stimulus on the
continuum that was the ‘‘best fit’’ to its phonetic
category. However, time-series analysis of the MTG/AG
cluster showed deactivation for all stimuli, with the
greatest deactivation for both the within-category and
boundary-value stimuli compared with the endpoint
stimuli. Thus, this area shows differential sensitivity to
the ‘‘best fit’’ stimuli versus all other speech stimuli,
with activation levels for all stimuli remaining below
baseline.

Deactivation in parietal areas including the AG has
been shown in a number of studies. There has been
considerable discussion about the role that deactivation
plays. Some have proposed that it reflects either reallo-
cation of processing resources from deactivated areas to
those areas involved in the task (McKiernan, Kaufman,
Kucera-Thompson, & Binder, 2003), with the extent of
deactivation a function of the processing resources
required to do the task, or a ‘‘gating’’ role, that is,
controlling input to areas not involved in the task
(Gusnard & Raichle, 2001; Shulman et al., 1997). Binder,
Frost, Hammeke, Bellgowan, Rao, et al. (1999) suggest
that these areas are involved in ongoing processes
during resting states, processes which involve access to
conceptual knowledge, hence, these areas become de-
activated when exogenously presented input requiring
attention and response are presented.

Although the proposals about the role of deactivation
vary, they all share the view that deactivation indicates

that these areas are not actively involved in the pro-
cessing of the stimuli in the task. However, the results
of the current study suggest that indeed the MTG/AG
are actively involved in phonetic processing and ap-
pear to be ‘‘tuned’’ to the best match of the acoustic
input to the phonetic category or to the label for that
category. If this area were to reflect either reallocation
of resources or ‘‘gating’’ input with the extent of ac-
tivation a function of the degree of resources required,
then graded activation should have emerged for the
stimulus categories, as was found in the IFG and the
cingulate. However, the activation patterns in the MTG/
AG showed no differences in the patterns of deactiva-
tion for the poorer exemplars (the within-category and
boundary-value stimuli) (see Figure 4), and significantly
less deactivation for the best exemplars (the endpoint
stimuli). Thus, the MTG/AG did not show increased de-
activation as a function of stimulus difficulty, but rather
showed sensitivity only to the ‘‘best’’ fit of the phonetic
category, suggesting that this area is actively involved in
processing the stimuli.

Evidence from lesion studies suggests that the inferior
parietal area including the AG is actively involved in
language processing. Classic pure anomic patients have
damage to the left temporo-parietal junction including
the AG and show selective deficits in naming (Good-
glass, 1993; Geschwind, 1965). These patients under-
stand words and show intact conceptual knowledge.
However, they appear to be unable to access the sound
shape or ‘‘name’’ of the word. Moreover, recent neuro-
imaging results showed increased activation in the left
lateral temporo-parietal region under conditions of in-
creased lexical competition, consistent with the view
that this region is involved with mapping sound struc-
ture to lexical form and accessing the sound shape of the
word from the lexicon (Prabhakaran, Blumstein, Myers,
& Hutchison, submitted).

Taken together, the results suggest that the MTG/AG
is involved in the mapping of the acoustic input to the
representation of the phonetic category. As a conse-
quence, there is the least deactivation for the best fit to
the category. The results are also compatible with the
hypothesis that the temporo-parietal junction is in-
volved in access to lexical representations. The phonetic
categorization task is essentially a naming task. Thus, it is
also possible that this area is recruited for implicit
naming of the stimulus as a ‘‘d’’ or a ‘‘t,’’ with the least
deactivation for the stimulus that is the best exemplar of
the category.

The Role of the Superior Temporal Gyrus

Although the mean activation maps showed extensive
activation in the STG bilaterally, analyses comparing the
endpoint, within-category, and boundary-value stimuli
failed to reveal any areas of significant difference cen-
tered in either the left or right STG. These results
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suggest that the STG is involved in the early analysis of
the acoustic properties of speech, but sends this infor-
mation to other areas for higher levels of processing
relating to phonetic category structure. Nonetheless, an
ROI analysis investigating the percent signal change
across the VOT categories in Heschl’s gyrus and the
STG bilaterally suggests that there is some modulation
of activation early in the processing stream. In particular,
although Heschl’s gyrus showed no modulation of acti-
vation as a function of VOT, greater activation was found
for the boundary-value stimuli compared to the within-
category and endpoint stimuli for both the right and left
STG, indicating sensitivity to VOT differences. Consistent
with these results, the regression analysis showed that
the bilateral posterior STG were sensitive to the GF of a
stimulus to its phonetic category, but were insensitive to
the difficulty of the stimulus, as measured by RT. This
evidence further supports a role for the bilateral STG,
particularly the posterior portions, in the early phonetic
processing of speech stimuli.

That modulation of activation emerged between the
boundary stimuli versus the within-category and end-
point stimuli in this analysis is consistent with electro-
physiological findings using the MMN paradigm. As
described earlier, Sharma and Dorman (1999) showed
a larger MMN for between-phonetic category stimulus
pairs than for within-phonetic category stimulus pairs in
a VOT continuum. Thus, it appears that auditory cortex
is involved in the early acoustic analysis of the sensory
information inherent in the stimuli. Nonetheless, al-
though these results support the hypothesis that the
STG bilaterally is sensitive to phonetic category struc-
ture, such a conclusion needs to be made with caution.
Although MMN sensitivity has been observed for VOT
and also for a number of vowel contrasts, it has not
emerged consistently for another phonetic contrast,
place of articulation in stop consonants (cf. Phillips,
2001 for review). Thus, it is not clear whether the
modulation of the MMN ref lects phonetic category
structure per se or natural acoustic discontinuities in
these continua.

Of interest is the failure in this study to find differ-
ences among syllable stimuli in the left anterior tempo-
ral lobe. The left temporal lobe lateral and anterior
to Heschl’s gyrus has been implicated in analysis of
spectro-temporal cues in speech, with eventual mapping
of these cues to the lexicon (Scott & Johnsrude, 2003),
and activation in a similar area bilaterally has been
shown to correlate with sound identification accuracy
(Binder, Liebenthal, et al., 2004). An informal post hoc
analysis of activation in the left STG showed that
although anterior, middle, and posterior thirds of the
left STG showed similar patterns of activation, with
boundary stimuli more active than either endpoint or
within-category stimuli, this pattern only reached signif-
icance in posterior portions of the left STG. One possi-
ble explanation for the lack of a significant difference in

anterior areas is that the greatest signal dropout oc-
curred in the lateral anterior temporal lobe, and thus,
differences did not emerge in this area. A second
possibility is that the arbitrarily defined thirds of the
STG include more than one functionally distinct area.
Indeed, some have suggested that a gradient of func-
tionality exists along the medial to lateral surface of the
superior temporal plane, as well as in the anterior to
posterior direction (Scott & Johnsrude, 2003). A third
possibility is that although the anterior temporal lobes
may be involved in spectro-temporal analysis (Scott &
Johnsrude, 2003; Wise et al., 2001), the differences in the
spectro-temporal properties of speech stimuli in this
study are so minimal so as to engage the analysis process
equally. All VOT stimuli in this study shared the same
spectral properties, and the variation in the temporal
property of VOT, although phonetically meaningful, is
on the order of tens of msec. The fact that the posterior
STG shows sensitivity to the phonetic parameters of
the stimuli with significantly different activation for
boundary stimuli versus other speech stimuli, taken
together with the observation that an adjacent area in
the left posterior MTG shows preferential sensitivity to
the stimuli which are the ‘‘best fit’’ to a phonetic
category, suggests that a posterior stream of phonetic
processing may be engaged in mapping acoustic input
onto the abstract representation which constitutes the
phonetic category.

The Role of Phonetic Category Structure
in Language Processing

The results of this study suggest that the neural system is
not only sensitive to phonetic category structure but the
details of phonetic category membership are also re-
tained throughout the phonetic processing stream. One
issue is whether the sensitivity to this information is a
function of the demands of the phonetic categorization
task itself or whether sensitivity to phonetic category
structure has consequences at higher levels of process-
ing. Evidence from behavioral studies suggests that
phonetic category structure influences not only phonet-
ic categorization processes but also influences lexical
access and ultimately access to the lexical–semantic
network. In particular, it has been shown that not only
the magnitude of form priming in a lexical decision task
is reduced if the prime stimulus is a poorer exemplar of
the phonetic category, for example, c*at–cat shows less
priming than cat–cat (Ju, 2004), but so is the magnitude
of semantic priming, for example, c*at–dog shows less
semantic priming than cat–dog (Andruski et al., 1994).
These results suggest that phonetic category structure
plays a role in higher levels of language processing, and
would presumably influence the neural activation pat-
terns during such processing. Further research is need-
ed to investigate this issue. However, taken together
with the results of the current study, it suggests that
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sensory information is retained and used beyond the
sensory system that is responsible for its analysis.

METHODS

Participants

Thirteen adult native speakers of English (11 women)
between the ages of 20 and 59 (mean age = 25.5 ± 10.5
years) participated in the study, each screened for a
history of neurological disease or injury. All reported
normal hearing and were right-handed as determined by
Oldfield’s Handedness Inventory (Oldfield, 1971). Par-
ticipants gave written informed consent according to
guidelines established and approved by the Human
Subjects Committees of Brown University and Memorial
Hospital of Rhode Island, and were screened for mag-
netic resonance (MR) safety before entering the scanner.
Participants received modest monetary compensation
for their time. One subject was excluded from both
behavioral and functional analyses due to improper
image acquisition parameters.

Materials

Stimuli consisted of five synthetic speech stimuli taken
from a larger continuum ranging from [da] to [ta]
synthesized at Haskins Laboratory using a parallel syn-
thesizer. The five stimuli ranged in VOT from 0 msec
([da]) to 40 msec ([ta]) in 10-msec steps (see Figure 7).
VOT was manipulated by replacing the periodic source
with an aperiodic source in 10-msec increments starting
from the stimulus onset. Two sinewave tones with
frequencies of 910 Hz (‘‘low tone’’) and 1320 Hz (‘‘high
tone’’) were also generated for use in the tone task. All
stimuli were 230 msec in length.

Behavioral Procedure

The experiment consisted of two runs in each of two
tasks, a phonetic categorization task (PC), and a tone
categorization task (TC). Participants received the four
runs in a fixed order (PC, TC, PC, TC). Each PC run
consisted of 20 repetitions of each of the five synthe-
sized syllables, and each TC run consisted of 20 repeti-
tions of each of the two tone stimuli (see MR Imaging
for details of stimulus timing). Stimuli within each run
were presented in a fixed, pseudorandomized order.
During scanning, participants listened to stimuli through
MR-compatible headphones (Resonance Technology,
Northridge, CA) set at the maximum comfortable vol-
ume, and indicated responses via two buttons of an
MR-compatible button box placed by the right hand
(Resonance Technology). Stimuli were presented using
an IBM ThinkPad running the AVRunner program, de-
signed for accurate timing of auditory stimuli presen-
tation and collection of RT data (Mertus, 1989).

For the PC task, participants were instructed to listen
to each syllable and to decide whether the syllable was
[da] or [ta], by pressing a corresponding button as
quickly and accurately as possible. For the TC task,
subjects were told to listen to each tone stimulus, and
to decide whether it was the ‘‘high’’ tone (1320 Hz) or
the ‘‘low’’ tone (910 Hz), by pressing the corresponding
button. The mapping of the button (left or right) to the
response type (‘‘ta’’ or ‘‘da’’; ‘‘high’’ or ‘‘low’’) was
counterbalanced across subjects. Participants were given
five trials of each task for practice during acquisition of
the anatomical dataset. RT and categorization data were
collected for all subjects; RTs were measured from the
onset of the stimulus.

MR Imaging

Whole-brain MRI was performed with a 1.5-T Symphony
Magnetom MR system (Siemens Medical Systems, Erlan-
gen, Germany) equipped with echo-planar imaging
(EPI) capabilities. Each participant’s head was aligned
to the magnetic field center. Participants were instructed
to refrain from moving the head during MR imaging, and
were reminded to keep their eyes closed.

For anatomical co-registration, we acquired a 3-D
T1-weighted magnetization prepared rapid acquisition
gradient-echo (MPRAGE) sequence (TR = 1900 msec,
TE = 4.15 msec, TI = 1100 msec, 1 mm3 isotropic voxel
size, 256 � 256 matrix) reconstructed into 160 slices. A
multislice, ascending, interleaved (EPI) sequence with
15 axial slices constituted the functional scans (5 mm
thickness, 3 mm2 axial in-plane resolution, 64 � 64
matrix, 192 mm2 FOV, FA = 908, TE = 38 msec, TR =
2000 msec). Before EPI images were acquired, the
center of the imaged slab was aligned to each partic-
ipant’s corpus callosum using a sagittal localizer
image, which allowed for the collection of functional

Figure 7. Wide-band spectrograms of speech stimuli used in the
study, ranging in VOT from 0 to 40 msec (left to right). Each stimulus

consisted of a five-formant pattern. The onset frequencies were 200 Hz

(F1), 1350 Hz (F2), and 3100 Hz (F3). Formant transitions into the

vowel were 40 msec to a steady-state vowel with formant frequencies of
720, 1250, and 2500 Hz, respectively. F4 and F5 remained steady

throughout at 3600 and 4500 Hz.
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data from bilateral peri-sylvian cortex. A functional
acquisition sequence was used, in which auditory
stimuli were presented during silent gaps between
volume acquisitions (Belin et al., 1999; Hall et al.,
1999). Each EPI volume acquisition was obtained in
1200 msec (80 msec per slice) followed by 800 msec of
silence, during which the auditory stimulus was pre-
sented (Figure 8), yielding an effective volume repetition
time of 2000 msec.

We used an event-related design presenting stimuli
at different equally probable trial onset asynchronies
(TOA = 2, 4, 6, 8, 10 sec). Four volumes were acquired
prior to the onset of the first stimulus to avoid contam-
ination of functional data by T1 saturation. These four
volumes were eliminated from further analysis. Each of
the two PC runs consisted of 304 echo-planar volumes,
and each TC run consisted of 124 volumes, for a total of
856 EPI volumes.

Data Analysis

Behavior

RT and categorization data were collected for all partic-
ipants. RT means were computed for each VOT stimulus
for each subject after eliminating responses having RT >
2 sec or > 2 SD from the mean for a particular stimulus
for that subject. The percentage of ‘‘da’’ responses was
also calculated for each subject for each VOT value.
Repeated-measures ANOVAs were performed separately
on the RT means and on the percent ‘‘da’’ values for
each subject. In addition, RT means and percentage
correct scores were calculated for the tone stimuli.

Magnetic Resonance

Image Preprocessing

Analysis of imaging data was carried out using AFNI (Cox
& Hyde, 1997). Functional MR images were corrected for
head motion by aligning all volumes to the fourth
collected volume using a six-parameter rigid-body trans-
form (Cox & Jesmanowicz, 1999) and then resampled to
3-mm isotropic voxels and warped to Talairach & Tour-
noux (1988) space using AFNI tools. The images were

then spatially smoothed with a 6-mm full width at half
maximum Gaussian kernel. These preprocessed datasets
became the input to a deconvolution analysis.

Statistical Analysis

Each subject’s EPI data were submitted to deconvolution
analysis to estimate the individual hemodynamic re-
sponse during each stimulus condition. A reference time
series was created for each of the seven trial types (five
VOT conditions, two tone conditions) by convolving the
stimulus presentation times with a stereotypic gamma-
variate hemodynamic response curve provided by AFNI
(Cohen, 1997). The resulting seven reference waveforms
were used as covariates in the deconvolution analysis.
The six output parameters of the motion correction
analysis (x, y, and z translations, roll, pitch, and yaw)
were also included as covariates in order to remove
residual motion artifacts from the EPI time series. These
13 reference functions were then submitted to AFNI’s
3dDeconvolve program, which output raw fit coeffi-
cients for each subject for each condition on a voxel-
by-voxel basis. The fit coefficients were then converted
to percent change by dividing the coefficient from each
voxel by the baseline for that voxel, which was calculated
by computing the mean for that voxel across the entire
experiment.

The percent change values for each condition and
each participant were entered into a two-way, mixed-
factor ANOVA using stimulus condition as the fixed
factor and participant as the random factor. A group
statistical map was created for each stimulus condi-
tion. To reduce the number of statistical comparisons,
the five VOT conditions were grouped into three stim-
ulus categories: the 0-msec and 40-msec tokens consti-
tuted the ‘‘endpoint’’ category, the 10- and 30-msec
tokens constituted the ‘‘within-category’’ stimuli, and
the 20-msec VOT stimulus was referred to as the
‘‘boundary’’ stimulus. Four planned comparisons were
carried out: endpoint versus tone stimuli, endpoint
versus within-category, endpoint versus boundary, and
within-category versus boundary. Using standard AFNI
methods, we used a voxel-level threshold of p < .025
and a cluster threshold of 81 contiguous 3 mm3 voxels in
Talairach space which, on the basis of Monte Carlo
simulations, yielded a corrected threshold of p < .01.

A second analysis was performed to investigate the
possibility that some portion of the activation differ-
ences revealed in the first ANOVA might be attributable
to differences in the difficulty of the task across stimuli
(as estimated by RT) rather than differences in the pro-
cessing of the stimuli per se. To test this hypothesis, we
used only the VOT stimuli in a linear regression analysis
having one ‘‘GF’’ regressor which assumed a linear
increase in activation as stimuli approached the pho-
netic boundary (endpoint stimuli: 0 msec and 40 msec
VOT = 1; within-category stimuli: 10 msec and 30 msecFigure 8. Scanning schematic for stimulus presentation.
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VOT = 2; boundary stimuli: 20 msec VOT = 3), and
one regressor for each subject. Mean by-condition RT
for each subject, the squares of these means, and the
log of those means served as the final three regres-
sors, which were respectively meant to factor out any
linear, quadratic, or logarithmic relationship between
activation and RT. In this analysis, each VOT stimulus
type was entered into the regression separately to as-
sess the contribution of RT to individual variation
among the five VOT stimulus types. The employed
model tested what portion of the variance could be
absorbed by the ‘‘GF’’ regressor, which was not already
accounted for by RT and subject variables. The resultant
statistical maps were thresholded as above. Tone stimuli
were not included in the analysis, as there was no
significant difference in RT (one-tailed t = 1.058, p <
.158) or in accuracy (one-tailed t = 0.919, p < .189)
between high and low tones, as indicated by paired
t tests.

In order to examine the time course of the hemody-
namic response within those regions identified in the
previous analyses, a second deconvolution analysis was
performed in which no a priori assumptions were made
about the shape or temporal properties of the hemody-
namic function. For this analysis, a binary stimulus
function was created for each condition, with ones at
time points when stimuli were presented and zeroes
elsewhere. Deconvolution was carried out for each
subject as described above, with the binary stimulus
functions substituting for the convolved stimulus func-
tions. Voxelwise scaling coefficients were output at 2-sec
intervals ranging from 0 to 20 sec poststimulus, and
coefficients were converted to percent signal change
values as described in the gamma-based deconvolution
analysis. Time-series graphs were generated for each
subject by taking the means of all activated voxels within
a cluster at a range of poststimulus time lags, and these
were then averaged to create a group time-series graph
for the cluster.

ROI analyses were carried out in Heschl’s gyrus and
the STG bilaterally because of a priori hypotheses
predicting activation differences in the primary auditory
and auditory association areas as a function of stimulus
type. These areas were defined on the basis of rough
anatomical localization masks provided by AFNI (Lancas-
ter et al., 2000). Additionally, to investigate the hypoth-
esis that functional divisions exist along the anterior to
posterior extent of the left STG, the left STG mask was
divided into approximate thirds, with the anterior third
bounded posteriorly by a plane at y = �8, the middle
third extending between planes at y = �8 and y = �35,
and the posterior third bounded anteriorly by a plane at
y = �36. The mean percent signal change value from
the gamma-based deconvolution analysis was taken of
all voxels for each subject and condition within an
area defined by the anatomical masks provided by AFNI.
Only voxels which were imaged in all subjects and also

fell within the anatomical area of interest contributed to
the mean. By-condition and by-subject means were
entered into separate within-subject, repeated-measures
ANOVAs for each anatomical area, with stimulus condi-
tion (endpoint, within-category, or boundary) as the
variable of interest.
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